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SETTING - OPTIMAL POLICY AND LOWER BOUND SIMILAR SETTINGS

EXPECTED AVERAGE REWARD

MOTIVATION

Dynamical Linear Bandits can be seen as:

e Partially Observable Markov Decision Pro-
cesses (Littman et al., 1995), in which the state x;
is non-observable, and the learner has access to the
noisy observation y;

Multiple Input Single Output discrete—time Linear
Time-Invariant System (Kalman, 1963)
Non-contextual Linear Bandit (Abe and Long,
1999) when the hidden state does not affect the re-
ward, i.e., whenw = 0

e In real-world scenarios, actions leads both to in-
stantaneous and delayed effects

* Delayed effects can be modeled by means of a
hidden state

* The hidden state evolves depending on the pre-
vious hidden state and current actions

CUMULATIVE MARKOV PARAMETER
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OPTIMAL POLICY ONLINE EXPECTED REGRET LOWER BOUND

u* € argmax ¢h, u)
ueld

CONTRIBUTIONS

e We define Dynamical Linear Bandits to repre-
sent sequential problems with a hidden state
evolving with a linear unknown dynamics
— We show how to represent the problem with a

unique Markov Parameter

— We show that the optimal policy is a constant

EXPERIMENTAL VALIDATION

ALGORITHM - DYNAMICAL LINEAR UPPER CONFIDENCE BOUND (DYyNLIN-UCB) EXPERIMENTAL SETTINGS

Action Algorithm 1 DynLin-UCB A = diag(0.2,0,0.1) B = diag(0.25,0,0.1)
_ ' ' . L . —~ = 04, hg = — (0,0.5,0.1)" — (1,0,0.1)" 2 =102
We provide a loower bqund, also proving that DynLin-UCR is an optimistic regret minimization algorithm Initialize Vy = A1z, by = 04, hy = 04, 6 = (0,0.5,0.1) w = (1,0,0.1) o 0
we cannot aV01c.i knowing an upper boupd on that operates in epochs m<«— 1,t« 1 CUMULATIVE REGRET
the spectral radius of the transition matrix while t < T do 107
e We propose DynLin-UCB, an optimistic regret e Played action is retrieved using an optimistic index Compute u¥ maximizing UCB;(u) DyaLin-UCS (logT)
minimization algorithm and we provide: * Epochs are of increasing length H,, Define H,,, = [logm/log(1/p)| go . EYELUEBU;;(;))
— aregret analysis resulting in O(\/T) expected — Knowledge of an upper bound on the spectral forje{l,...,H,}do ﬁ ¥ ;ch_:ﬁcél)aog;p) ,
regret radius 1 > 7 = p(A) Play uy = u; ; and Observe y; s D-L4n008 (1)
— an extensive numerical validation e The selected action is persisted for H,, times on dt —t+l é
- O
e The regression estimate Markov parameters h; is _ T
SETTING - OVERVIEW & . : t Update Vi = Vi1 + wu,
performed only using the last sample b, = b, 1 + Wy, v "
DYNAMICAL LINEAR BANDITS (DLB) — i.e., when the hidden state is approximately steady Compute h; = V; 'b, | Rounds
Delayed Immediate Reward m<«—m + 1 SENSITIVITY TO p
Reward reward reward noise end 104
— 0 OPTIMISTIC ACTIONS CHOICE e
Yt _ <w7 Xt> + < 9 ut> + Tt _;ii_g(f
X = Ax € . L T
t+1 t t u, = argmax UCBy(u) := (hyy,w) + By ufyon —7p =005
t— —_
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New State Action State
state contribution contribution noise

ueld

Cumulative Regret

BOUND FORDyYNLIN-UCB

The state x; € R" is not observable
The action u; can be chosen in action space &/ < R*

1\ d tU?
w0, A and B are unknown Vie [1,T]: By = % log(e(t + 1)) + TV + 4 [ 257 (log (5> + 3 log (1 + %))

Rounds
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» BOUNDEDNESS

do/T(logT)>
1—7p "

E R(DynLin-UCB,T) < O

n: and €; are o°-subgaussian } SUBGAUSSIANITY




